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Things to keep in mind

1. Reinforcement Learning requires very large amounts of data 

2. Reinforcement Learning is slow

1. Math data is synthetic, so we can synthesise a lot! 

2. My university has lots of Nvidia GPUs! (But yes, we do need to engineer carefully). 
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